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System identification is making a model for the dynamic system from
its input-output data and is important for system analysis, design and
control. It is well established with good data in local systems, but faces
great challenges for big but poor data in network systems due to sensor
faults, energy shortage and communication errors. This talk details one
approach to system identification with outliers and briefs recent attempts
to solve other poor data issues.

1. The outlier detection problem for dynamic systems is formulated
as a matrix decomposition problem with low-rank and sparse matrices, and
further recast as a semidefinite programming (SDP) problem. A fast
algorithm is presented to solve the resulting problem while keeping the
solution matrix structure and it can greatly reduce the computational cost
over the standard interior-point method. The computational burden is
further reduced by proper construction of subsets of the raw data without
violating low rank property of the involved matrix. The proposed method
can make exact detection of outliers in case of no noise in output
observations. In case of noise, a novel approach based on under-sampling
with averaging is developed to denoise while retaining the saliency of
outliers, and so-filtered data enables successful outlier detection with the
proposed method while the existing filtering methods fail. Use of
recovered ‘“clean™ data from the proposed method can give much better
parameter estimation compared with that based on the raw data.

2. The traditional framework uses all data equally. This implies,
maybe unconsciously, that data come from the same statistic distributions.
This may be often unrealistic in practice. Outliers fail distributions and can
destroy parameter estimation. In general, the data can have different
qualities, distributions and Noise-Signal ratio and they should be used
with different weights in the weighted least squares, which however needs
statistic distribution of data errors a prior. The issue is to how to determine
data statistic properties before they are used in system identification. We
use renormalization group method and others. Noise is always present and
a threat for good modelling, but accurate parameter estimation is always
desired from inevitable noisy data. We attempt to obtain exact parameter
estimation with noisy data using the new matrix decomposition method.
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